Abstract. We present a novel method for recognizing entailment using semantic graphs and apply it to the 2018 Semeval task on Machine Comprehension (MC). Concept graphs are built automatically from MC texts, questions, and answers, using the 4lang system [1]. A strong baseline method using only these graphs is presented, followed by an enhancement of a state-of-the-art system [2]. Preliminary results suggest that these features achieve a .5 percentage point improvement over the original system [3].
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1 Introduction

Explicit representations of natural language semantics are rarely used in state of the art systems for popular semantics tasks such as measuring semantic similarity or machine comprehension. Virtually all systems competing at popular challenges (e.g. [4, 5]) rely on word embeddings as the sole representation of word meaning. Methods using graphical representation have been already shown to be capable of improving state of the art system on the task of measuring semantic similarity of pairs of English words [6]. In this paper we use similar graphs as simple but powerful tools for measuring textual entailment, which in turn allows us to improve a top system on the Machine Comprehension task at Semeval 2018.

Section 2.1 provides an overview of the machine comprehension task at Semeval 2018 and the top-ranking system that we later improve using our graph-based method. In Section 2.2 we also briefly describe the semantic parser 4lang and some of its previous applications. Section 3 presents a simple baseline method for measuring textual entailment and its application to the comprehension task. Section 3.1 reports the results of applying the baseline method to the MC task and also of using it as an extra feature in the neural network based Yuanfudao system.
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2 Background

2.1 Machine comprehension

The 2018 Semeval Task *Machine comprehension using commonsense knowledge*\(^1\) requires participants to train systems that can choose the correct answer to simple multiple choice questions based on short passages describing simple chains of events. Data for both training and testing is extracted from the MCScript dataset \(^7\). Some questions can only be answered using commonsense knowledge, and are explicitly labeled as such. For example, one passage might describe a story of a gardener planting a tree, and one of the questions would subsequently ask whether the gardener used his hands or a shovel to dig a hole for the tree, even though the answer to this question is not present in the passage. The top two systems, HFL-RC \(^8\) and Yuanfudao \(^2\) achieved accuracy scores of 84.15\% and 83.95\% on the test data, respectively. In our experiments we used semantic graphs to augment the Yuanfudao system, since its source code is publicly available\(^2\) and since it already employs successfully a knowledge base representing semantic relationships among pairs of words.

The Yuanfudao system implements a Three-way Attentive Network (TriAN), an ensemble of three LSTMs augmented with various attention mechanisms, to model for each question interactions between question, possible answers, and the passage that may or may not contain the correct answer to the question. An overview of the original system is reproduced in Figure 1.

Input features to the LSTM include word, part-of-speech, and NER embeddings, but also feature vectors representing semantic relationships between pairs of words according to the external knowledge base ConceptNet \(^9\). This database encodes, among many other links, a small set of semantic relations between word pairs such as IsA, UsedFor, or CapableOf. One component of a passage’s input representation in the Yuanfudao system is a vector that encodes for each word of the passage, via a 10-dimensional embedding, the ConceptNet relation between it and some word of an answer candidate (if multiple words in the answer are connected to the given word, one is picked at random). It is this representation that we will replace/augment in our experiments using the simple graph-based entailment metric defined in Section 3.

2.2 4lang

The 4lang system of semantic representation \(^10\) represents the meaning of linguistic units (both words and phrases) as directed graphs of syntax-independent concepts. Those representing binary relations are connected to their arguments via edges labeled 1 and 2, all other relations are treated uniformly: 0-edges represent attribution (\(\text{dog} \overset{0}{\to} \text{large}\)), hypernymy (\(\text{dog} \overset{0}{\to} \text{mammal}\)) and unary predication (\(\text{dog} \overset{0}{\to} \text{bark}\)). Concepts have no grammatical attributes and no

---

\(^1\)https://competitions.codalab.org/competitions/17184
\(^2\)https://github.com/intfloat/commonsense-rc
event structure, e.g., the phrases *water freezes* and *frozen water* would both be represented as *water $\rightarrow$ freeze*.

The example in Figure 2 shows the 4lang definition of the concept *bird*. This definition was built manually, as part of the 4lang dictionary [11], but similar definitions have been created automatically from definitions of monolingual dictionaries such as Longman, using the dict_to_4lang tool [1].

The open-source 4lang pipeline\(^3\) contains tools for generating directed graphs from raw text by mapping dependency edges in the output of the Stanford parser [12] to 4lang subgraphs over concepts corresponding to each word of the original sentence. Optionally, the 4lang system allows us to expand graphs, a process which unifies the graph with the definition graphs of each concept. Besides being an open-source software library, the 4lang parser is also accessible via a public REST API at http://hl.t.bme.hu/4lang.

Graphs generated by the 4lang parser have previously been used successfully in measuring semantic similarity. The current state of the art system on the SimLex-999 benchmark [13] outperforms previous top systems by utilizing a simple similarity metric between 4lang definitions of pairs of English words [6].

\(^3\)https://github.com/kornai/4lang
2.3 Comprehension, entailment, and knowledge bases

In the next section we shall present a simple method for measuring support, the continuous counterpart of entailment, based on graphical representations of meaning, and use this metric in a baseline for machine comprehension and to improve a state of the art MC system. Although explicit representations of semantics are rarely used for this purpose, in recent years there have been several attempts at leveraging lexical ontologies in machine comprehension, and the approach of using textual entailment as an intermediary task is also not new. [14] achieves competitive results on the MCTest dataset [15] by generating answer candidates and ranking them using a separate RTE system, which is trained on the Stanford Natural Language Inference (SNLI) dataset [16] but also relies on an explicit measure of lexical overlap between sentence pairs. Other recent systems are various extensions of a baseline proposed by [15] that measures a weighted overlap between pairs of bag-of-words representations, e.g. [17] applies the frame semantic parser of [18] and includes features representing overlap between bag-of-frame and bag-of-argument representations. Finally, the Yuanfudao system presented in this section is the most recent example of enhancing the performance of an MC system using a lexical knowledge base: ablation studies show that their top-ranking accuracy score of 83.84% drops to 82.78% if ConceptNet-based features are removed.

3 Method

We define a simple metric between pairs of 4lang graphs that we intend to use for measuring entailment between a paragraph and a sentence. We shall define the degree to which some graph $G_1$ supports another graph $G_2$ as the ratio of edges in $G_2$ that are also present in $G_1$:

$$S(G_1, G_2) = \frac{|E(G_1) \cap E(G_2)|}{|E(G_2)|}$$

Two (directed) edges are identical if their source and target nodes and their label are all identical. Based on early findings we used only expanded 4lang graphs (see Section 2.2) for measuring support. To create a simple baseline solution for the Machine Comprehension task, we compare answer candidates to each question by comparing the degree of support for each in the passage, based on the 4lang representations of each piece of text. For wh-questions we can create representations of each answer by merging the question graph’s wh-node with the graph of each answer graph (see Figure 3). Our baseline method will simply pick the answer candidate with the higher support score.

3.1 Experiments

Demonstrating the algorithm behind our baseline, let’s look at the example passage:
"I went into my bedroom and flipped the light switch. Oh, I see that the ceiling lamp is not turning on. It must be that the light bulb needs replacement. I go through my closet and find a new light bulb that will fit this lamp and place it in my pocket. I also get my stepladder and place it under the lamp. I make sure the light switch is in the off position. I climb up the ladder and unscrew the old light bulb. I place the old bulb in my pocket and take out the new one. I then screw in the new bulb. I climb down the stepladder and place it back into the closet. I then throw out the old bulb into the recycling bin. I go back to my bedroom and turn on the light switch. I am happy to see that there is again light in my room."

And a question related to the text: Which room did the light go out in? and the answers:

- "Kitchen."
- "Bedroom."

First we build the expanded graph from the text. After we build the merged graphs (for the demonstration, we now only build the graphs without expansion) seen in Figure 4. After the merging, we compare both of the graphs to the passage graph applying our defined metric.

We tested the baseline method described in the previous section on a subset of all questions in the train section of the MC dataset: wh-questions that were not categorized as “common-sense”. Of this subset of 5,375 questions (of a total of 9,731), our method correctly answers 3,671, achieving an accuracy score of 68.3%. We then proceeded to use the metric underlying our baseline as an additional feature in the Yuanfudao system.

The most straightforward way of incorporating our metric into the system introduced in Section 2.1 is by creating vectors similar to those representing ConceptNet relations between words of a passage and words in each answer candidate. Since these vectors represent word-to-word relationships, we measure the support between pairs of 4lang definition graphs, and for each word in the passage we take the maximum support score over all words of the answer
candidate. Elements of a vector for a passage $P$ and a possible answer $A$ are hence defined as:

$$S_i^{(P,A)} = \max_{A_j \in A} S(P_i, A_j)$$

We compare the original TriAN system with two setups: in one case, the input representation of each passage is extended with the 4lang-based vector defined above. In the second setup, the 4lang-based vector is added and the ConceptNet-based relation embedding is removed. Hyperparameters of training are taken from the original system, they have not been tuned further. The original system benefitted from pretraining the model on the RACE dataset [19]. Table 1 summarizes our results without this pretraining step and Table 2 contains the accuracy we achieved on the pretrained models.

The 4lang-based support scores achieve a ca. 0.5 percentage point improvement over the original TriAN configuration, consistent across development and test datasets. Effects of each component on accuracy, as measured here without pretraining the model, are not in line with the findings of the ablation study of [2], as they suggest that ConceptNet features can be discarded without a drop in performance. Further experiments are required to explore how our enhancements can improve further the top-ranking system that employs pretraining and an ensemble of multiple models. Our results so far on the pretrained, 9-way ensembled models are summarized in Table 3.

We also plan to incorporate sentence-level support into the system as a more direct application of our baseline.
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<table>
<thead>
<tr>
<th>model</th>
<th>dev</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>TriAN, no ConceptNet</td>
<td>82.8%</td>
<td>80.2%</td>
</tr>
<tr>
<td>TriAN, with ConceptNet</td>
<td>82.7%</td>
<td>80.5%</td>
</tr>
<tr>
<td><strong>TriAN, with 4lang</strong></td>
<td><strong>83.2%</strong></td>
<td><strong>80.9%</strong></td>
</tr>
<tr>
<td>TriAN, with both</td>
<td>83.1%</td>
<td>80.8%</td>
</tr>
</tbody>
</table>

Table 1: Effect of 4lang and ConceptNet on results

<table>
<thead>
<tr>
<th>model</th>
<th>dev</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>TriAN, no ConceptNet</td>
<td>83.7%</td>
<td>81.9%</td>
</tr>
<tr>
<td>TriAN, with ConceptNet</td>
<td>82.5%</td>
<td>80.3%</td>
</tr>
<tr>
<td>TriAN, with 4lang</td>
<td>84.2%</td>
<td>81.5%</td>
</tr>
<tr>
<td><strong>TriAN, with both</strong></td>
<td><strong>83.4%</strong></td>
<td><strong>82.9%</strong></td>
</tr>
</tbody>
</table>

Table 2: Effect of 4lang and ConceptNet on the pretrained models

<table>
<thead>
<tr>
<th>pretrained, ensembled model</th>
<th>test</th>
</tr>
</thead>
<tbody>
<tr>
<td>TriAN, no ConceptNet</td>
<td>82.95%</td>
</tr>
<tr>
<td>TriAN, with ConceptNet</td>
<td>83.697%</td>
</tr>
<tr>
<td>TriAN, with 4lang</td>
<td>82.8%</td>
</tr>
<tr>
<td><strong>TriAN, with both</strong></td>
<td><strong>83.73%</strong></td>
</tr>
</tbody>
</table>

Table 3: The effect of 4lang and ConceptNet on the pretrained and ensembled models
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