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ABSTRACT 

Extracting information from the audio content of the users‟ 

dialogic utterances would provide an easily-perturbed set of 

features that could serve as a reliable and inexpensive mean for 

emotion recognition, suitable to be applied in commercial 

software development. Owing to the diversity of audio features, 

however, emotion recognition in spontaneous dialogues is a 

complex task, typically requiring the pre-training of classifiers on 

large collections of labeled data. To escape the necessity of hand 

labeling, a novel multiple instance learning method is proposed. It 

performs the bag-label-based instance classification through the 

extraction of latent variables with variational autoencoders. In this 

semi-supervised method, the bags themselves are gathered from 

audio features of "weakly" labeled YouTube videos, thus training 

is fully automated and does not require manual annotation. 

CCS Concepts 

• Information systems ➝ Clustering and classification              

• Computing methodologies ➝ Information extraction.  
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1. INTRODUCTION 
Following the line of the previous work [1] and [2], extracting 

information from the audio content of the users‟ utterances 

provides a set of features that could serve as a reliable and 

inexpensive mean for emotion recognition suitable for commercial 

software development. By extracting these features from the 

dialogic context, the interpersonal aspect of verbal utterances can 

also be analyzed. The latter appears to critically influence the 

generation and control of the interlocutors‟ interdependent 

affective states. Nevertheless, supervised machine learning-based 

classification of the above features assumes classifiers to be pre-

trained on labeled data before they are deployed for real-time 

recognition. Owing to the diversity of the audio features, emotion 

recognition in spontaneous dialogues is a complex task, 

demanding a large amount of labeled data to ensure satisfactory 

recognition accuracy.  

To escape the necessity of labeling large sets of data for the 

training of real-time affective classifiers, a novel multiple instance 

learning (MIL) method is proposed. MIL is a supervised machine 

learning method, where instead of receiving a set of instances 

which are individually labeled, the learning algorithm is trained 

on a set of labeled bags, each bag containing several unlabeled 

instances. Based on the bags, the algorithm tries to deduce a 

concept that would label individual instances correctly [3]. The 

proposed approach utilizes variational autoencoders (VAE) [4] to 

extract latent variables of the bag-populating audio feature vectors, 

then selects bag-representative instances through clustering the 

vectors, based on their position in the latent feature space. 

Building the proposed MIL on latent variables is to counteract the 

large amount of noise expected in bags of dialogic utterances. In 

this semi-supervised method, the bags themselves are gathered 

from weakly labeled YouTube videos, thus training is fully 

automated, not requiring any manual annotation.  

The rest of the paper is organized as follows. Section 2 describes 

the conceptual and application background behind the proposed 

method, which is detailed in Section 3. Section 4 gives 

implementation details for the experiments conducted, while 

Section 5 elaborates on the results obtained. Finally, conclusions 

are formulated and future work is outlined in Section 6. 

2. BACKGROUND 

2.1 Conventional Multiple Instance Learning 
The standard assumption behind multiple instance learning is that 

each instance     from the instance space  , has a binary latent 

label   *   +. Thus, *   + is called an "instance-level concept" 

where an instance is representing an underlying concept     

from the concept space  . A 'bag' is a multiset of instance-level 

concepts, with instances labeled identical to the target class, called  

‘ positive‟ labels and instances labeled non-identical, called  

‘negative’ labels. A bag is labeled positive if at least one of its 

instances has a positive label, and negative if all of its instances 

have negative labels. The standard assumption is that a bag can be 

represented by a sole concept [5], and it has been implemented 

through iterated discrimination algorithms [6]. There are complex 

problems however, where a bag label is determined by the 

simultaneous presence of several concepts. Weidmann [7] 

proposes a two-level classification algorithm to learn multiple 

concepts.  

Most of the MIL methods developed have been applied for image 

/ molecule activity/ document recognition, where recognized 

entities are the bags themselves. Thus those methods, including 

the ones described above, are concentrating on the prediction of 

unseen bags, instead of the prediction of unlabeled instances they 

contain. In the case of emotion recognition however, MIL would 

be used to train instance-level predictors based on the bag labels.  
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2.2 MIL for affective analysis  
Kotzias et al. [8] inferred labels for each instance through 

propagating information from the bag labels to the instances by 

inverting the unknown label aggregation function on the training 

data. In order to achieve this, the authors used a specific similarity 

measure to compute a label assignment that is compatible with the 

group structure of the data, and to simultaneously assign the same 

label to similar instances. Trained and tested on the Amazon, 

IMDB and Yelp datasets it classified three sentiments with an 

accuracy of 86%-88%. As an alternative method that learns to 

predict the polarity of text segments from bag-level labels, 

Angelidis and Lapata [9] reduced each segment‟s class probability 

distribution 𝑝𝑖 to a single real- valued polarity score. Class 

probability distributions 𝑝𝑖, however, are obtained from a 

supervised feature map classifier pre-trained on sentence-level 

labels (on a dataset different from the training data of the study). 

Trained and tested on the IMDB and Yelp datasets it yielded 

classification results between 91% and 94% for three polarities.  

Although learning methods described above are trained only on a 

set (bag) of instances (instead of each and every instance), 

selection and hand labeling of the bags is usually still necessary 

(in [9] sentence-level labels were also needed for pre-training). In 

the case of dialogues, section-labeling, with the additional task of 

reason- based sub-sectioning, is difficult to automate, and is a 

labor and time demanding task, which can easily nullify the 

benefits MIL would provide in contrast to segment-level labeling. 

Accordingly, a method capable of finding sub-sections of 

dialogues, applicable as emotion-related bags needs to be 

developed. This paper describes an approach of salvaging 

YouTube videos in a way that not only makes the videos directly 

applicable for MIL-based emotion recognition, but also 

completely eliminates the need for their hand labeling.  

3. BACKGROUND 

3.1 Movie scenes as labeled bags 
As a vast resource of dialogues, dialogic video scenes (of e.g. 

movies) can be harvested. YouTube for example, contains 

millions of videos with dialogic scene contents. These videos are 

also categorized by the titles they are uploaded with, and several 

of the videos also contain tags, describing their content. Thus a 

search query on videos, related to a certain emotion (e.g. „angry 

scenes‟) would supposedly return videos containing dialogic 

scenes where at some point the emotion of e.g. „anger‟ is 

expressed by at least one of the interlocutors. Furthermore, 

relevant videos to „angry scenes‟ will not only contain verbal 

and/or non-verbal expressions of anger, but will have them as 

their base concept. The YouTube 8M dataset (Y8M) [10] contains 

frame- and video- level audio and image features of 6.1 millions 

of YouTube videos in total, with thousands of dialogic scene 

contents (at the present). The dataset is free to download under the 

Creative Commons Attribution 4.0 International license [11]. 

Since the original audio- visual versions of the feature-sets in the 

Y8M are also available and trackable online on YouTube, an 

indirect YouTube search can be conducted in the Y8M for audio 

features of emotion-expressing videos.  

3.2 Instance-level polarity detection 
Each feature set selected from the Y8M would contain features of 

a dialogic scene, focusing on the expression of a certain basic 

emotion (but probably containing several other basic emotions as 

well). Thus each feature set would serve as a weakly labeled bag 

for a certain emotion. As this study thrives to find a method easily 

applicable for commercial use, the technology sensitive visual 

features (requiring the application of visual sensors) contained in 

the Y8M are not processed. From the frame-level and video-level 

audio features, only frame-level features are to be applied since 

video-level features would not be applicable for instance-level 

training. The MIL task is to group the frame-level audio features 

of each bag into processable instances and automatically label 

them with basic emotion labels. An instance is to be labeled with 

the emotion label of the bag (labeled positive in standard MIL) if 

it represents the concept (a basic emotion) identical to the bag; 

otherwise it is not labeled (labeled negative in standard MIL). 

Labeling would be achieved through latent variable-based 

unsupervised clustering, discussed in the next section. Feature 

instances of several videos can be grouped together along the 

emotions they are labeled to represent. To advance real-time 

emotion recognition through the proposed semi-supervised 

method, polarity classification assumed to be more applicable than 

the more fine grained but less reliable emotion recognition.  

The bags of emotions, mined from weakly labeled YouTube video 

features would be merged into positive and negative polarity- 

representing bags. The polarity of a given emotion would be 

decided based on Russel's circumplex of emotions [12]. 

Accordingly, an aggregated set of audio feature instances, 

affiliated with the same basic emotion would constitute a bag of a 

certain emotion, and an aggregated set of emotion bags with the 

same polarity would constitute a final bag of positive or negative 

polarity. 

3.3 Unsupervised-clustering based 

classification 
This study proposes a new approach towards multiple instance 

learning in the form of unsupervised clustering of weakly labeled 

bag instances, mapped into the feature space of their latent 

variables. The approach is depicted in Figure 1.  

Training: As the first step, frame-level audio feature sets of 

YouTube videos, edited (by the uploaders of the video) to focus 

on the expression of a certain basic emotion is to be selected from 

the Y8M (several sets for each emotion). In particular, the titles of 

each frame-level audio feature set are to be extracted through the 

ids attached to the sets and matched to the titles of an online 

YouTube search. Although only features of the videos referenced 

in the YouTube 8M dataset are to be utilized in the study, through 

this method, the synonym- and relevance- measures of the 

YouTube search would be salvaged.  

As the next step, the frame-level audio feature sets from Y8M of 

each selected video will be concatenated into utterance-level 

features. The concatenation is conducted based on timestamps 

provided by an online text converter applied on the online version 

of the videos.  

Extraction of latent variables is achieved through a VAE trained 

on the utterance-level audio features of all selected videos. The 

VAE extracts latent variables through encoder layers, 

transforming the input data into abstract variables. Then, through 

decoder layers, the variables are transformed back into a predicted 

input form. During training, the abstract variables are constantly 

updated according to the loss between the original and predicted 

input. In VAEs, constraints are added that forces the generation of 

latent vectors to roughly follow a unit Gaussian distribution. The 

isotropic Gaussian priors allow each latent dimension in the 

representation to push itself as far as possible from the other 

factors. [4] Through training the VAE on all of the features (not 

separately for feature set), the extracted latent feature space would 

include all concepts possible for the selected bags.  



The concatenated utterance-level features can then be mapped to 

the latent feature space via transforming each audio feature vector 

into a vector indicating its affiliation towards each extracted latent 

variable (i.e. the datapoint‟s position in the latent feature space). 

Then all transformed vectors are grouped by the emotions the 

video (they originate from) was selected by. Thus emotion-bags 

are created, consisting of utterance-level instances of several 

videos, supposedly focusing on the expression of the same 

emotion.  

As the final step of the training procedure, the instances are 

clustered within each bag with an unsupervised clustering method. 

Once stable clusters are found, instances in the largest cluster are 

selected as representatives for the given emotion bag. After 

removing non-representative instances from each emotion bag, the 

polarity bags can be populated with representative instances of the 

corresponding emotions. These bags are to serve as the base of a 

similarity-measure based classification. Emotion bags can also be 

used before aggregation to train basic emotion classifiers.  

Classification: To compile a test set, similarly to the training 

procedure, first, basic emotion-oriented scenes need to be selected 

and matched with their frame-level audio feature sets in the Y8M. 

After concatenating the frame-level features into utterance-level 

instances, each instance needs to be hand-labeled with basic 

emotion labels and polarity labels (in accordance with the 

corresponding emotion label). Next, the VAE pre-trained on the 

audio features of the training set extracts the latent variables from 

the audio features of the labeled test instances. Then, the instances 

can be transformed into vectors representing their position in the 

latent feature space. Finally, the similarity between the 

transformed test instances and the instances populating both 

polarity bags is to be measured to predict the label of each test 

instance. Comparing the predicted labels with the original hand-

made labels yields the classification result. 

 

4. EXPERIMENTS 

4.1 Data Mining 
As detailed above, frame-level audio feature sets from the 

YouTube 8M dataset were selected through indirect YouTube 

search. The search was conducted through the YouTube API [13]. 

Search- phrases input to the API were subjectively selected 

English synonyms (based on the Collins Thesaurus [14]) of the 

eight basic emotions defined by Plutchik [15], which would likely 

to occur with the word 'scene'. The selected words are: 'happy' for 

`joy`, 'sad' for 'sorrow', `angry` for 'anger', 'scared' for 'fear', 

'surprised' for 'surprise', 'eager' for 'anticipation', 'disgusted' for 

'disgust', and 'impressed' for 'acceptance'. Since the word phrases 

Figure 1. Latent variable-based unsupervised clustering of audio features extracted from YouTube



were in English, the targeted videos were also of English language. 

Non- English videos with English titles were filtered out from the 

search results. The selected videos (having an extracted audio 

feature set in the Y8M) were filtered through the API to be 

between one and five minutes in length, in order to get videos of 

dialogues focused on the expression of one particular emotion. 

For each emotion, 225 minutes of dialogic videos were selected, 

providing an average of 45 videos per emotions, and an average of 

956 utterance-level feature sets retrieved from the Y8M. The 

utterance-level features were concatenated from frame-level audio 

features. Each frame contains a 128 dimensional feature vector, 

extracted from a deep convolutional neural network, trained on 

log-mel spectrogram patches as described in [16]. 361 videos 

were selected in total, leading to the extraction of a total of 7650 

utterances from the Y8M.  

Grouping frame-level instances into utterance-level instances was 

conducted along time-stamps. Time stamps were provided by the 

online text converter of Cloud Converter [17], applied on online 

YouTube video streams of the corresponding videos of the audio 

feature sets of Y8M.  

4.2 Data structuring and annotation 
Although the training of the proposed method does not require 

annotation, testing the method for the purpose of the study 

necessitated the compilation of a test set. 80% of the utterance – 

level features were used for training the proposed system, while 

20% for testing it. In particular, for the 20%, an average of 191 

test instances were created for each emotion bag, adding up to 

1530 instances in total. The test instances have been annotated by 

three native English male speakers of age between 27 and 32. The 

annotators were asked to determine the underlying emotion of the 

interlocutors for each utterance, while watching the selected 

YouTube videos online. All utterance-level test instances received 

one emotion tag. The inter-annotator agreement for emotion tags 

assessed with Fleiss‟ Kappa was 69.2%. The emotion labels were 

then transformed into negative or positive polarity labels based on 

their valences defined in Russels's circumplex of emotions. The 

reason for not having the utterances annotated with polarity tags 

from the beginning is that recognition of specific emotions is also 

analyzed in the study. 

4.3 Implementation 

4.3.1 Latent variable extraction 
The audio data arrays were fed into the encoder layers of the VAE. 

Since the encoder consists of three consecutive GRU neural 

network layers ending in a fully connected layer, the decoder also 

consisted of three GRU layers, where the first layer is input with 

the output of the decoder. The latent variables are the output of the 

encoder‟s fully connected layer. Eight latent variables were 

extracted under the assumption that in an ideal case each latent 

variable represents a different emotion (or emotion-related 

concept that can occur in any bag).  

4.3.2 Unsupervised Clustering 
Once the eight latent variables got extracted, each emotion bag 

instance receives the corresponding vector representing its 

position in the latent feature space. The vectors of each instance 

were clustered by Expectation Maximization (EM) [18] through 

Gaussian Mixture Models (GMMs) [19]. GMMs assume that the 

data points are Gaussian distributed; this is a less restrictive 

assumption than assuming that they are circular by using the mean 

(like other clustering methods, such as k-means). Each instance 

was regarded as being generated by a mixture of Gaussians. To 

find the parameters of the Gaussians that best explain the data, a 

conventional EM was used, computing a matrix where the rows 

are the data point and the columns are the Gaussians [18]: 
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where    is the weight for each Guassian,    is the mean of the 

Guassians, and    is the co-variance of each Gaussian. In matrix 

  an element at row 𝑖, column   is the probability that  ( )was 

generated by Gaussian  . The probability for a given Gaussian is 

computed in the numerator and normalized along   Guassians in 

the denominator. 

The number of stable clusters were decided based on the Dunn 

Index cluster validation metric [20] applied through several 

iterations with varying cluster sizes. The Dunn Index is the ratio 

of the smallest distance between observations not in the same 

cluster to the largest intra-cluster distance. It is computed as 

  

   
       

* (    )+

   
    

*  (  )+
 

where    is the number of all clusters in the cluster space   and   

is a distance metric chosen to be the Euclidean distance in this 

study. The Dunn Index has a value between zero and ∞, and 

should be maximized. Once stable clusters are found, the cluster 

containing the largest number of vectors is selected as a 

representative cluster for the given emotion. Then, polarity bags 

are populated with the vectors of the representative clusters of 

each corresponding (negative or positive valence) emotion. 

4.3.3  Experimental setups 
To test the efficiency of the latent variable extraction-based 

classification, three experimental setups were designed with 

identical architectures but different test and training sizes. The 8:2 

train:test ratio was set in all cases. While in Setup 1, the sets used 

were in the original size of 6120:1530; in Setup 2, the sets were 

cut to 80% (4896:1224); in Setup 3, the sets were cut to 60% 

(3672:918). Through the three setups the authors attempted to 

explore if there is a decreasing tendency with the shrinking of the 

training sets. The latter, if detected, would prove that the more 

data provided, the more the autoencoder can learn, which would 

indicate that: A) to a certain extent, the VAE is learning the right 

parameters for emotion classification, and that the extracted latent 

variables are indeed reflecting emotion related abstract concepts. 

B) a dataset gathered from YouTube videos, even if noisy as it is 

(in terms of the simultaneous presence of several emotions), is 

good enough for the purposes of the study. 

5. RESULTS AND DISCUSSION 
Table 1 summarizes the polarity classification results for each 

experimental setups separately. In the light of the related studies 

[8], [9], the classification results may appear moderate. 

Nevertheless, the proposed classifier was trained on only 6120 

datapoints maximum in contrast to the above studies, which were 

trained on hundreds of thousands of instances. The scope of the 

study allowed only for 1530 hand-labeled test instances, which –

to ensure statistical significance of the testing - restricted the 

authors to use a moderate-size training set. According to the 

proposed method, however, the training set could be enlarged 

manifold, limited only by the number of the datasource in use 

(and the number of instances that can be labeled for testing). As 

classification accuracy is noticeably higher in experimental setup 



2 than in setup 3, and in setup 1 than in setup 2 and 3, it is 

reasonable to assume that the proposed method would show better 

performance in accordance with the expected enlargement of the 

training set.  

From the precision, recall and F1 score values, it can be seen that 

negative polarity has been more accurately predicted with all three 

setups. The lower recognition accuracy on the positive polarity 

stipulates that the audio features contain cues that show stronger 

association with negative emotions. 

Table 1. Polarity classification results 

Setup 

Precision Recall F1-score Overall 

Accuracy pos neg pos neg pos neg 

1. 0.52 0.85 0.63 0.76 0.58 0.81 71.22% 

2. 0.59 0.75 0.63 0.71 0.62 0.74 68.03% 

3. 0.40 0.61 0.48 0.53 0.44 0.57 51.13% 
 

Table 2 further elaborates on the performance of the proposed 

method through emotion-level classification. The low overall 

accuracy is a strong argument for choosing the less fine-grained 

polarity classification to be applied in commercial products. 

Among all three experimental setups, „angry‟ (0.38, in the best 

performing setup, bps) and „happy‟(0.44, bps) was recognized 

with the highest F1 score while „surprised‟ (0.08, bps) and „eager‟ 

(0.12 bps) with the lowest scores. Since the proposed method 

shows an especially low recognition accuracy in all three setups 

with „eager‟ and „surprised‟, reformulation of search phrases for 

the basic emotions they refer to („anticipation‟ and „surprise‟) 

assumed to be necessary.  

Table 2. Emotion-level classification results 

Emotions 

F1-score 

Setup 1. Setup 2. Setup 3. 

Angry 0.38 0.32 013 

Scared 0.30 0.20 0.10 

Happy 0.44 0.34 0.10 

Sad 0.28 0.28 0.10 

Eager 0.12 0.22 0.06 

Surprised 0.08 0.10 0.05 

Impressed 0.22 0.16 0.15 

Disgusted 0.36 0.30 0.12 

Overall 

acc. 

29.40% 25.58 10.51% 

6. CONCLUSIONS 
This study proposed a new semi-supervised approach towards 

polarity detection in dialogues, trained on audio features of 

emotion-oriented dialogic-scenes from the YouTube 8M database. 

The training set was not labeled by hand, only “weak” labels of 

the YouTube search phrases were used through a multiple 

instance learning approach to automatically annotate the instances. 

Although the proposed approach needs further investigation and 

improvements, it yielded promising results even on a small dataset. 

The approach has the ability to realize training on large sets of 

unlabeled data, restricted only by the size of the test set (if 

necessary) and the source of the data. Investigation of other search 

phrases, as well as other clustering methods and distance 

measures is left for future work.  
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