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Summary

• POTATO is a human-in-the-loop XAI framework
• We provide
• a unified networkx interface for multiple graph libraries

(4lang, stanza, AMR)
• a python package for learning and evaluating interpretable

graph features as rules
• a human-in-the-loop (HITL) UI framework built in streamlit

https://streamlit.io/
• a REST-API to use extracted features for inference in

production mode
• All of our components are open-source under MIT
license and can be installed with pip
• Library to build and use graphs:

https://github.com/recski/tuw-nlp
• xpotato: https://github.com/adaamko/potato
• Similar libraries: HEIDL [5] and GrASp [3, 6] libraries
• Both of which support pattern-based text
classification with automatic suggestions.

Syntactic, Semantic graphs

IN NN NNP VBD IN NNP
After graduation John moved to Paris

case obl nsubj oblcase

Universal dependency graph (UD)

4lang [2] AMR [1]

Graph rules

• Rules on graphs could utilieze the underlying
graph structure of texts
• SpaCy’s DependencyMatcher module
• Can be used to match rules on dependency trees.
• But only works on UD structures
• Complex structure

• Our own solution
• Works with networkx
• Can be used with arbitrary graph structures
• Currently works with AMR [1], 4lang [2], Stanza [4]

Patterns with AMR in our system

Figure 1: The written rule

Figure 2: Input from HASOC (Hate Speech and Offensive Content
Identification): The Chinese virus kills everyone

POTATO UI

Figure 3: The main page of POTATO allows the user to 1 browse the dataset and view the processed graphs 2 choose the class you
want to build rule-based systems on 3 modify, delete, add new rules and get suggestions 4 view the results of the selected rules 5 view
example predictions for each rule

Human-in-the-loop learning of rules

• Idea → use subgraphs as features for training simple
classifiers (LogReg, Random Forest, etc.)
• Generate subgraphs only up to a certain edge number
(to avoid large number of features)
• Suggest rules to users based on feature importance
• User can accept, reject, edit, combine patterns
• Subgraphs may have regexes as node or edge labels
• Underspecified subgraphs can be refined

The architecture

Figure 4: The system architecture of POTATO consists of 4 compo-
nents

The workflow

Figure 5: POTATO can be started in 3 modes: 1 simple mode, 2
advanced mode, 3 inference mode

HASOC

HASOC 2020 - English
Precision Recall F1

Rules 95.3 74.6 83.7
BERT 90.2 90.5 90.3

HASOC 2020 - German
Precision Recall F1

Rules 92.4 28.3 43.4
BERT 66.6 81.7 73.4

BRISE
BERT RULES

Precision% Recall% F1% Precision% Recall% F1%
Planzeichen 83 90 86 96 85 90
Dachart 88 84 86 95 84 89
BegruenungDach 90 78 84 87 91 89
AnFluchtlinie 81 71 76 89 70 79
VorkehrungBepflanzung 100 95 98 100 90 95
GebaeudeBautyp 100 52 69 100 66 80
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